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Abstract—More range of users shares their opinions on Twitter, creating it a valuable platform for trailing and analyzing 

public sentiment. Such trailing and analysis will offer important data for higher cognitive process in numerous domains. 

Thus it's attracted attention in each academe and trade. Previous analysis chiefly targeted on modeling and trailing public 

sentiment. During this work, we have a tendency to move one step any to interpret sentiment variations. We have a 

tendency to discovered that rising topics (named foreground topics) inside the sentiment variation periods area unit 

extremely associated with the real reasons behind the variations. supported this observation, we have a tendency to 

propose a Latent Dirichlet Allocation (LDA) based mostly model, Foreground and Background LDA (FB-LDA), to distil 

foreground topics and strain long background topics. These foreground topics will provide potential interpretations of the 

sentiment variations. To any enhance the readability of the well-mined reasons, we have a tendency to choose the foremost 

representative tweets for foreground topics and develop another generative model referred to as Reason Candidate and 

Background LDA (RCB-LDA) to rank them with reference to their “popularity” inside the variation amount. 

Experimental results show that our ways will effectively notice foreground topics and rank reason candidates. The 

projected models may also be applied to alternative tasks like finding topic variations between 2 sets of documents. 

 

 

Index Terms— Latent Dirichlet Allocation (LDA), Sentiment Analysis, Tweets, Opinion mining 
________________________________________________________________________________________________________ 

I. INTRODUCTION  

Now days the count of the users exploitation Twitter is increasing with the speedy pace. Additional variety of users shares their 

opinions on Twitter and creating it a valuable platform for following and analyzing public sentiment. Therefore the values obtained 

by analyzing these opinions, it will become a base for higher cognitive process in varied domains. That is why it created vast 

importance in industrial and domain sectors. Exploitation this analysis it's attainable to interpret sentiment variations. it's conjointly 

determined that the one in all the rising topics i.e. foreground topics used inside the sentiment variation periods provides higher 

accuracy to search out real reasons behind the variations. To resolve the problem one in the entire model named foreground and 

background LDA (FB-LDA) that relies on Latent Dirichlet Allocation (LDA) model to distil foreground topics and strain long 

background topics. So the sentiment variations are known exploitation potential interpretations prompt by foreground topics. For 

more deep analysis the foremost representative tweets area unit thought of for foreground topics, that generate another model 

referred to as Reason Candidate and Background LDA (RCB-LDA). That rank tweets with relevancy their 'popularity' inside the 

variations amount. It’s conjointly evidenced to be effective find foreground topics and rank reason candidates and conjointly 

applicable for locating topics in differentiating between 2 sets of documents. 

 

II.  PREVIOUSLY WORK DONE 

In Friendbook: A Semantic-Based Friend Recommendation System for Social Networks: A Semantic-Based Friend 

Recommendation System for Social Networks, presents the design and implementation of Friendbook, a semantic-based friend 

recommendation system for social networks. Different from the friend ecommendation mechanisms relying on social graphs in 

existing social networking services, Friendbook extracted life styles from user-centric data collected from sensors on the 

smartphone and recommended potential friends to users if they share similar life styles. We implemented Friendbook on the 

Android-based smartphones, and evaluated its performance on both small-scale experiments and large-scale simulations. The 

results showed that the recommendations accurately. 

 

 

As per Survey on Opinion Mining and Summarization of User Reviews: on Web Large amount of user generated data is present on 

web as blogs, reviews tweets, comments etc. This data involve user’s opinion, view, attitude, sentiment towards particular product, 

topic, event, news etc. Opinion mining (sentiment analysis) is a process of finding users’ opinion from user-generated content. 

Opinion summarization is useful in feedback analysis, business decision making and recommendation systems. In recent years 

opinion mining is one of the popular topics in Text mining and Natural Language Processing. This paper presents the methods for 

opinion extraction, classification, and summarization. This paper also explains different approaches, methods and techniques used 

in process of opinion mining and summarization, and comparative study of these different methods. 
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Also in Public Sentiment Interpretation on Social Web: Twitter platform is valuable to follow the public sentiments. Knowing users 

point of views and reasons behind them at various point is an important study to take certain decisions. Categorization of positive 

and negative opinions is a process of sentiment analysis. It is very useful for people to find sentiment about the person, product etc. 

before they actually make opinion about them. In this paper Latent Dirichlet Allocation (LDA) based models are defined. Where 

the first model that is Foreground and Background LDA (FB-LDA) can remove background topics and selects foreground topics 

from tweets and the second model that is Reason Candidate and Background LDA (RCB-LDA) which extract greatest 

representative tweets which is obtained from FB-LDA as reason candidates for interpretation of public sentiments. 

 

In Twitter as a Corpus for Sentiment Analysis and Opinion Mining: Microblogging today has become a very popular 

communication tool among Internet users. Millions of users share opinions on different aspects of life every day. Therefore 

microblogging web-sites are rich sources of data for opinion mining and sentiment analysis. Because microblogging has appeared 

relatively recently, there are a few research works that were devoted to this topic. In our paper, we focus on using Twitter, the most 

popular microblogging platform, for the task of sentiment analysis. We show how to automatically collect a corpus for sentiment 

analysis and opinion mining purposes. We perform linguistic analysis of the collected corpus and explain discovered phenomena. 

Using the corpus, we build a sentiment classifier, that is able to determine positive, negative and neutral sentiments for a document. 

Experimental evaluations show that our proposed technique are efficient and performs better than previously proposed methods. In 

our research, we worked with English; however, the proposed technique can be used with any other language. 

 

 

 

III. PROPOSEDARCHITECTURE 

In the Proposed System we proposed we proposed two Latent Dirichlet Allocation (LDA) based models, Foreground and 

Background LDA (FB-LDA) and Reason Candidate and Background LDA (RCB-LDA). The FB-LDA model can filter out 

background topics and then extract foreground topics to reveal possible reasons. To give a more intuitive representation, the RCB-

LDA model can rank a set of reason candidates expressed in natural language to provide sentence-level reasons. Another major 

problem is topic mining. Bulk of opinions consists both foreground and background reasons it is the major challenging issue to 

differentiate the variations. 

To further enhance the readability of the mined reasons, we select the most representative tweets for foreground topics and develop 

another generative model called Reason Candidate and Background LDA (RCB-LDA) to rank them with respect to their 

“popularity” within the variation period. Experimental results show that our methods can effectively find foreground topics and 

rank reason candidates. The proposed models can also be applied to other tasks such as finding topic differences between two sets 

of documents. 

 

 
Fig 3.1 System Architecture 

 

Functionality provided by the system 

Authentication –Users first have to signup using email Id and password. Then login to our system to access other functionality 

provided by our system. For Authentication we have use general method for verification process.  
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Tweeting -In this module, users will be able to tweet on topics. They can share their opinions or reviews via tweet. Each tweet is 

further used for further analysis. Users can comment on any other users tweet. Commenting will also come under Tweeting section. 

 

Analyzed Result –In this module, after computation on Tweets we show this results to the users graphically. There will be two 

graphical designs, one will show result of the general keyword categorization and second will show result of the sub-category 

keywords which are useful depth analysis. 

 

 

IV. CONCLUSION 

In this paper, the issue of examining open feeling varieties and finding the conceivable purposes for it are understood by utilizing 

two Latent Dirichlet Allocation (LDA) based models, for example, Foreground and Background LDA (FB-LDA) and Reason 

Candidate and Background LDA (RCB-LDA). This framework can mine conceivable purposes for opinion varieties which give the 

sentence level reasons. This are the genuine reasons for assessment varieties. This framework is general so it can likewise be 

utilized to find exceptional subjects or angles in one content gathering examination with another foundation content accumulation. 
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